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Abstract— This study aimed to assess and compare the 

security challenges encountered by different distributed systems. 

The investigation focused on four frequently used distributed 

systems and examined the underlying technologies, security 

concerns, and suggested resolutions for these issues. The study 

culminated in a comprehensive overview of the security 

challenges and their potential solutions. 
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I. INTRODUCTION  

Since the beginning, various explanations of Distributed 
Systems have been put forth. One definition, as stated by [1], 
describes it as "a system where hardware or software 
components located on networked computers communicate and 
coordinate their actions solely through message passing." 
Tanenbaum, on the other hand, defines it as "a collection of 
independent computers that appear to users as a single 
computer." Based on Tanenbaum's definition, it can be 
deduced that a distributed system is primarily concerned with 
the software system rather than the hardware components that 
are utilized to construct it [2]. By integrating fore going 
definitions, it can be inferred that a distributed system refers to 
an application that collaborates with dispersed software and 
hardware components, to control various processes that run on 
autonomous computers connected via a communication 
network. This coordination enables all hardware and software 
elements to work cohesively towards a shared objective, by 
executing a series of interrelated tasks. 

Ref [3] notes that there is a common misconception among 
many people that a distributed system and a network of 
computers are interchangeable terms. However, although there 
are similarities between the two, they have different meanings. 
A computer network is a collection of independent computers 
that communicate and interact with each other [4]. When using 
a computer network, a user is aware that they are utilizing 
various resources located on different computers. This is 
because a computer network does not conceal the fact that 
there are multiple computers involved. On the contrary, a 
distributed system creates the illusion that the user is utilizing a 
single, high-capacity autonomous computer with ample 

resources. The fact that multiple independent computers are 
cooperating to achieve a common goal is concealed from the 
user by the distributed system's middleware. This software 
operates on the computers, chooses appropriate machines, and 
delegates tasks without requiring any direct involvement from 
the user [2] [5]. 

II. FEATURES OF THE DISTRIBUTED SYSTEMS 

The objective of a distributed system is to obscure the 
existence of numerous independent computers by functioning 
as an overlay network over physical network components. It is 
perceived as a unified entity that offers the user with various 
necessary services. On the other hand, a network serves as a 
means of linking entities, such as computers and devices, 
allowing for message exchange via standardized protocols 
between these clearly identifiable entities [6]. The key 
characteristics of a distributed system are as follows: 

A. Distribution Focus 

The utilization of a distribution-centric approach facilitates 
inherent decentralization of entities, including information, 
people, and systems. For instance, various individuals could 
generate and maintain different sets of information. 
Furthermore, information may be produced, stored, 
manipulated, and consumed by different applications or 
systems, which may or may not have knowledge of the other 
entities within the system.  
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B. Functional Separation 

      Functional separation is determined by the functionality, 

capabilities, and purposes provided by each entity within the 

system.  

C. Reliability 

 Long-term and large-scale data storage and backup 

(replication) across various distributed locations.  

D. Scalability 

A distributed system has the ability to expand its resources 
to increase performance or availability. 

E. Economy 

In a distributed system, interconnected entities share 
resources to reduce ownership costs. These features enable the 
system's diverse entities to function concurrently and 
autonomously. Actions in a task are carried out independently 
and are managed through message exchanges in well-defined 
stages [7]. Moreover, the component entities are diverse, and 
failures are contained. Overall, there is no single process or 
entity that possesses complete knowledge of the system's state. 

 

III. OBJECTIVE OF THE DISTRIBUTE SYSTEMS 

The foundation of all distributed systems are based on the 
objective of attaining Openness, transparency, Scalability, 
Performance and Reliability. Security is crucial in achieving 
the aforementioned objectives and demands sufficient attention 
as it represents a fundamental issue in distributed systems [8]. 
For instance, a large video file or database may be dispersed 
across multiple distributed storage locations. It is essential to 
be attentive at every stage of the design, implementation, 
operation, and management of distributed systems. 

IV. DESCRIPTION OF DISTRIBUTION SYSTEMS AND THEIR 

ASSOCIATED ISSUES 

This section attempts to discuss the various distribution 
systems and their security related issues. The major systems 
considered are Grid Computing, Distributed Storage 
Computing[9], Cluster Computing, and Distributed Database. 
Below is a brief description of each: 

 

A. Grid Computing 

Rajkumar and Srikumar's (2015) defined a Grid in 
reference to a type of distributed computing system in which a 
large number of small, loosely connected computers are 
combined to form a virtual supercomputer. A Grid is a parallel 
and distributed system that can dynamically select, share, and 
aggregate geographically dispersed resources based on their 
availability, capabilities, performance, and cost to meet users' 
Quality of Service (QoS) requirements. 

 

Grid computing source[21] 

Grid computer systems offer multiple security mechanisms 
to safeguard grid resources against attacks. Middleware, which 
provides the common communication infrastructure and makes 
grid services available to applications, is a crucial system 
software in the grid infrastructure. Middleware plays a crucial 
role in ensuring security in Grid computing by facilitating a 
consistent security configuration at the messaging or service 
container level [10]. Grid authentication, based on Public Key 
Infrastructure (PKI), can handle various user credentials like 
PKI, SAML, Kerberos tickets, passwords, and more [11]. 

B. Distrubuted storage Computing 

Ongoing research is focused on developing security models 

and threat modeling techniques to protect distributed storage 

systems. The critical resource in these systems is the data 

stored in the storage devices, which must be appropriately 

labeled and protected. It is also essential to ensure that any 

introduced protection system is backward compatible, meaning 

that it should protect not only the data stored after the security 

scheme is installed but also the data that existed before the 

introduction of the scheme [10].  

The CIAA threat model, which encompasses Confidentiality, 

Integrity, Availability, and Authentication, has been proposed 

to address security concerns. This model categorizes the threats 

to a distributed storage system under each of the CIAA security 

pillars and proposes strategies to mitigate them.  

C. Cluster Computing 

In the realm of cluster computing, a set of comparable 

independent computers or personal computers are linked 

through a fast local network. These host machines operate on 

an identical operating system. Nevertheless, as soon as the 

computing clusters are made accessible to the general public or 

connected to networks over the Internet, they are vulnerable to 

a range of cybersecurity risks. The most prevalent attacks on 

clusters include service disruption, computation-cycle 
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hijacking, and snooping on inter-node communication[13]. 

 
Cluster Computing source [22] 

 

To safeguard clusters against cyber attacks, several security 

measures are utilized including identification, authentication, 

authorization, integrity verification, and confidentiality. These 

mechanisms are primarily aimed at preventing unauthorized 

access and meeting the security demands of applications. To 

this end, Xie and Qin have introduced two resource allocation 

strategies, TAPADS (which incorporates deadline and security 

constraints) and SHARP (which caters to security and 

heterogeneity concerns) to enable parallel applications to 

operate on computing clusters while satisfying security 

requirements and fulfilling execution timelines[9].  

D. Distributed Database 

 
 

 

The security of distributed database management systems is 

more susceptible to threats than centralized database systems. 

With the emergence of various database models, such as the 

temporal, object-relational, and object-oriented database 

models, implementing security for distributed database systems 

has become a more complex challenge. 

       To enhance the security of distributed database systems, a 

multilevel secure database system assigns security levels to 

each transaction and data. Unlike in a regular security model, 

where all the data and users belong to the same security level, a 

multilevel secure database system ensures that a transaction is 

cleared by the security level assigned to it, and the 

classification level of data is determined by its classification 

level. Zubi[20] proposed a design for distributed database 

systems that incorporates multi-level access control, 

confidentiality, reliability, integrity, and recovery mechanisms 

with the aim of enhancing accessibility, scalability, and 

flexibility of various types of data. 

METHODOLOGY 

Comparative Analysis 

The comparative analysis refers to a technique used to 

contrast similar items with one another, identifying both their 

shared features and differences.  

E. Comparative analysis is a versatile tool used in various 

fields and disciplines to gain a better understanding of the 

similarities and differences inherent in products. 

F. Employing comparative analysis can aid businesses in 

making informed decisions regarding critical issues. 

G. One important way that it is used is when it is applied 

to scientific data. Scientific data definition pertains to 

information that has been collected through scientific 

research to be used for a specific purpose. 

The approach was to review from various studies the four(4) 

types of distributed systems. To what extent they each 

achieved the security features of the distributed system. 

Namely  

A. Security 

B. Performance 

C. Reliability 

D. Scalability 

E. Transparency 

F. Openness 

A deeper comprehension of what each type is, its merits and 

demerits are from literature. Then we sought to find what the 

most common emphasis and concern was. 

 

V. COMPARISONS OF DISTRIBUTED SYSTEMS 

TABLE I.  TABULAR COMPARISONS OF THE DISTRIBUTED SYSTEMS 
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Feature 
Cluster 

Computing 

[14] 

Grid 

Computing[

15] 

Distributed 

Storage 

Systems 

[16] 

Distributed 

Databases 

[16] 

Security Good 
 

Good 

 

Excellent 

 

Excellent 

Performa

nce 
Excellent 

 

Excellent 

 

Good 

 

Excellent 

Reliabilit

y 
Excellent 

 
Good 

 
Excellent 

 
Excellent 

Scalabilit

y 

Not very 

scalable 

 

Scalable 

 

Scalable 

 

Scalable 

Transpar

ency 
Not so good 

 
Good 

 
Good 

 
Excellent 

Openness Good 
 

Good 

 

Good 

 

Good 

 

 

VI. CRITIC OF THE SECURITY ISSUES IN DISTRIBUTED 

COMPUTING 

The above discussion on distributed systems highlights the 

increased importance of security when systems are distributed 

across multiple geographic areas. Each type of distributed 

system has its own unique security requirements, but they all 

share common security needs, such as the Confidentiality, 

Integrity, and Availability (CIA) triad, which forms the 

foundation of any security implementation. 

     Cluster and grid computing share similar security 

concerns such as securing data in transit and ensuring 

accessibility to distributed resources. However, securing a 

cluster computer is relatively simpler due to its homogeneous 

nature compared to grid computing [17]. Denial of Service 

(DoS) attacks are one of the main threats to clusters, and 

scholars have proposed novel methods based on Markov chains 

to mitigate their impact. On the other hand, the middleware 

layer in grid computing provides a platform for implementing 

security measures across the entire system [15]. Grid systems 

use robust security measures based on Public Key 

Infrastructure (PKI) and X.509 certificates. However, 

authentication issues in grid computing have not been 

thoroughly addressed. 

       In addition, security measures are also put in place to 

prevent unauthorized access and ensure the confidentiality, 

integrity, and availability of the stored data. Some of the 

commonly used security mechanisms include access control, 

encryption, backup and recovery, and data validation 

techniques. To enhance the security of distributed storage 

systems, researchers have proposed different security models 

such as the CIAA model, threat modeling, and multilevel 

security models. These models provide a framework for 

identifying potential threats and vulnerabilities and developing 

strategies to mitigate them. 

Compared to distributed storage systems, implementing 

security in distributed database systems has become more 

complex due to the presence of various database models[18]. 

Studies conducted by scholars and researchers indicate that the 

security of distributed databases can be enhanced by 

implementing multilevel security protocols that rely on military 

information classification and access control mechanisms [19]. 

VII. DISCUSSION AND CONCLUSION 

The analysis of various scholars and results above indicate 

that security becomes a more critical requirement whenever 

systems become distributed across several multi-geographical 

locations. The results from literature and table 1 also 

reinforces the general common systems need for 

Confidentiality, Integrity and Availability (CIA) triad as the 

heart of any security implementation. 

 

It can be inferred that the main goal of the study was to 

analyze and compare the security challenges encountered in 

different types of distributed systems. The study provided a 

detailed discussion of the various distributed systems and their 

objectives, followed by an in-depth examination of four 

commonly used systems, including their security concerns and 

solutions proposed by researchers. Furthermore, the study 

aimed to compare the characteristics of the different 

distributed systems presented and evaluate their impact on the 

performance of the distributed systems. 
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