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Abstract 
COVID-19 is a highly infectious respiratory disease that belongs to the SARS 

group of viruses that has presented a global challenge to almost everyone 

world-wide. During the early stages of the pandemic in Zambia, a major 

challenge was the limited data and datasets for COVID-19. This challenge 

restricted research, especially in data mining. The challenge of data and 

datasets is currently improving. This paper presents the challenges of using 

data mining techniques and models to analyze and forecast the COVID-19 

pandemic in Zambia. The analysis initially presents the methodology used for 

creating a dataset that focuses on the pandemic at provincial scope and uses 

the Zambia National Public Health Institute (ZNPHI) and Ministry of Health 

Zambia daily situation reports. The analysis of the pandemic at country level 

used the COVID-19 datasets from the Humanitarian Data Exchange (HDX) 

and the European Center for Disease Prevention and Control (ECDC). The 

study finally discusses the development and evaluation of the forecasting 

model. The forecasting model is based on the COVID_SEIRD Python 

package. To evaluate the forecasting model, the research utilized a 

combination of correlation and the max-function from basic statistics. The 

analysis focuses on finding the provincial area with the most COVID-19 cases 

in Zambia, while the forecasting process manages to forecast the trend of the 

pandemic for recoveries and fatalities. 

 

Keywords: Coronavirus, COVID-19, Health, Data Mining, 
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1. Introduction 

The COVID-19 (SARS-CoV-2) pandemic is one of the major 

health challenges the world is facing today. The virus was first 

reported by officials in Wuhan City, China in December 2019 

[1]. By the end of February 2020 China was considered the 

epicenter of the disease [2]. Outside mainland China, Italy was 

one of the first countries with a high number of COVID-19 

cases. The first COVID-19 case in Italy was reported on 31st 

January 2020 and by April 2020 COVID-19 had claimed over 

100,000 lives in that country [3]. Today, almost every country 

worldwide has reported multiple infections and fatalities from 

the pandemic [1]. 

COVID-19 is a highly infectious respiratory disease 

that belongs to the SARS group of viruses [4]. The disease is 

caused by the SARS-CoV-2 virus. COVID-19 spreads when an 

infected individual comes into close contact with other 

individuals, such that the virus enters the uninfected 

individual’s respiratory system. After the virus enters an 

individual’s respiratory system, the virus incubates for 

approximately up to 14 days [5] before signs of symptoms 

begin to show. Symptoms of COVID-19 include fever, cough, 

fatigue and various difficulties in breathing such as shortness of 

breath. The disease primarily spreads through contact and 

infects individuals through the mouth, eyes and respiratory 

systems [6]. The disease takes an average of up to 5 days for 

infected individuals to move from infection to fatality (Wilson 

et al. 2020) While recovery from the disease takes a minimum 

of 14 days [7]. 

Since the beginning of the COVID-19 pandemic, data 

mining has been one of the most widely used tools in the fight 

against the pandemic [8]. Using data mining and machine 

learning, scientists and researchers in countries such as China, 

Italy and Spain have been able to analyze and forecast the 

COVID-19 pandemic, which has enabled them to flatten the 

curve in those countries [9]. One of the most widely used 

models in most of this research were the SIR based models [10]. 

In developing countries, especially those in Africa such as 

Zambia, one of the major challenges in using data mining and 

machine learning in the fight against the pandemic is that 

COVID-19 cases data collection has not been consistent. The 

lack of consistent data has resulted in uncertainty and limited 

information on both the current and future of the COVID-19 

pandemic [11]. To overcome this lack of datasets, researchers 

attempted to utilize datasets from different countries to predict 

the pandemic for other countries. Most such research ultimately 

resulted in predictions that were largely off the mark. This was 

particularly true for developing countries, especially those in 

Africa [12]. 

The objectives of this study are a) to assess challenges 

associated with dataset for Covid-19 in Zambia; b) to develop a 

dataset for COVID-19 cases (infected, recovered, deaths 

susceptible and exposed) for Zambia; c) to develop and evaluate 

a forecast model for COVID-19 cases (infected, recovered, 

deaths susceptible and exposed) for Zambia. 
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2. Related works 

2.1 Compartmental Model for Covid-19 

Machine learning and data mining describe various 

technologies and techniques used to learn and extract useful 

patterns and information from datasets. They have been used to 

tackle various challenges such as fraud detection in banks, as 

well as pandemic modeling and forecasting [13]. Researchers 

have used various data mining tools and machine learning 

techniques and tools such as dashboards and models to help in 

the fight against the COVID-19 pandemic. One of the first and 

most popular models that emerged during the COVID-19 

pandemic was the compartmental models [14]. The 

compartmental models are a group of machine learning models 

that are aimed at forecasting the spread of a pandemic based on 

epidemiology model developed in 1927 by Kermack and 

McKendrick [15]. Based on 3 differential equations, the 

Kermack-McKendrick model was designed to model and 

predict spread of a disease and predict the number of 

susceptible, infected and recovered individuals [16]. The 

compartmental models are a collection of epidemiological 

models that are used to predict and model the spread of a disease 

in a population. The models generally break up the population 

under consideration into segments called compartments, and 

over time individuals move between these segments. In the 

compartmental models, each segment of the population is 

typically represented by an equation. The most basic and 

foundation model in the compartmental models is the SIR 

model [16]. 

The SIR model primarily divides the population in a 

pandemic into 3 main groups (Susceptible, Infected and 

Recovered or Removed) and then forecasts the size of these 

groups over time. Susceptible refers to the segment of the 

population who do not have the disease but have a chance of 

contracting it while Infected and Recovered refer to segments 

of the population who are infected or have recovered from the 

disease, respectively. The SIR model forms the foundation of 

almost all other models in the compartmental models. Other 

advanced models generally extend the SIR model by adding 

other factors to it. One of the more advanced models in the 

compartmental models is the SEIRD model. The SEIRD 

segments the population under consideration into segments. In 

the SEIRD model, the population is segmented into 5 main 

segments, each of which is represented by a variable. The 5 

important variables in the SEIRD model are the infection-rate 

(β), recovery/removal rate (γ) and, recovery-rate (γ) and, 

incubation-rate(σ), mortality rate (μ) and the population (N) , 

mortality rate (μ) and the population (N) and the population (N) 

[17], [18]. 

One of the earliest and most promising researches that 

showed the potential of the compartmental model was the 

research by [19]. In this work, the researchers were able to 

provide estimates of case fatality and recovery ratios with a 

high degree of confidence (about 90%) as the pandemic evolved 

in its early stages. The researchers in this work utilized the 

publicly available epidemiological data for Hubei, China from 

January 11 to February 10, 2020. Additionally, this research 

also provided an estimated reproduction number (R0), and the 

per day infection mortality and recovery rates [19]. 

Another example of one of the earlier research that 

showed the potential of the compartmental model was the 

research by [20]. In this research, the researchers’ extended the 

basic compartmental model to create an advanced model 

collectively termed SIDARTHE. The model considers eight 

stages of infection: susceptible (S), infected (I), diagnosed (D), 

ailing (A), recognized (R), threatened (T), healed (H) and 

extinct (E). The model utilized case data from Italy, and it 

demonstrated that restrictive social-distancing measures needed 

to be combined with widespread testing and contact tracing to 

end the COVID-19 pandemic. Using these measures coupled up 

with other health measures, Italy was able to impede the effects 

of the pandemic, which at one point saw it being the epicenter 

of the pandemic in Europe [20]. 

Research based on the compartmental models showed 

a lot of potential for use by developed countries. However, 

results in developing countries using the compartmental models 

did not yield the desired results. For example, using publicly 

available health data on the COVID-19 pandemic in Iran, [21]  

discovered that the accuracy and suitability of the basic SIR 

model in predicting the COVID-19 cases in Iran was very low. 

[21] cites work by other researchers such as [22], who also 

attempted to utilize the compartmental model to forecast the 

COBID-19 pandemic with very low accuracy. In his research 

work, [22] attempted to forecast the COVID-19 in India, South-

Korea and Iran using the basic SIR model. This research 

utilized publicly available health statistics and its results 

showed that the SIR model was only able to predict the 

pandemic in those countries with a very low degree of accuracy. 

 

2.3.1 Hybrid Model  

[23] presents a prediction model for COVID-9 that combines 

multiple techniques for calculating the reproduction number. 

This model termed the “Hybrid Model” utilizes artificial 

intelligence supported by multiple ideas and concepts including 

NLP, LSTM and an ISI model as shown in Fig 1.  

 
Fig 1 Hybrid Model [23] 

 

This research utilizes the COVID-19 datasets from the 

from Johns Hopkins University Center for Systems Science and 

Engineering (JHU CSSE) repository. At its core, the model 

used in this research is a loosely coupled combination of an 

artificial intelligence (AI) based system composed of a Long 
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Short Term Memory (LSTM) [24], Natural language 

Processing (NLP) [25] and Improved Synthetic intelligence 

model (ISI) [26]. 

 The model works by taking input data from the 

dataset, and it outputs another dataset. The output dataset is in 

the form of a time-series based values that consist of predicted 

cumulative values for susceptible, infected, exposed and 

recovered cases. Apart from this, the model is also able to 

predict the value of the reproduction number for COVID-19. 

This model was specifically designed to be used to predict 

COVID-19 cases for the country China and is one of the more 

highly complex models. Most of the complexity in this model 

arises mostly from the various ideas and concepts and 

techniques which it combines. A major advantage of this model 

is the fact that it produces some of the most fairly successful 

results. A second advantage is that it utilizes an openly available 

dataset for COVID-19 maintained by the Johns Hopkins 

University [27]. This data repository has emerged as one most 

used data repository for COVID-19 datasets by researchers 

world-wide, and it is also one of the most up-to-date 

repositories. One of the major main disadvantages of this model 

is that it is one of the most complex models, and it requires a lot 

of computing resources and expertise, a large and accurate 

dataset, and it was designed to be used in a country with a large 

population and a lot of infections [23]. 

 

2.3.2 Regression Based Model 

In his work, [28] outlines a COVID-19 prediction model that 

combines epidemiological models with traditional data mining 

techniques to predict the COVID-19 pandemic for India. In this 

work, the researcher utilizes a model that is made up of 2 other 

models to predict COVID-19 cases for India. The first model is 

the SEIR model from the compartmental model in 

epidemiology. The second model is composed of linear and 

polynomial regressions techniques. The 2 models are used to 

produce 2 predictions, which are in the form of time-series 

datasets. This research primarily utilizes the COVID-19 

datasets from the JHU CSSE repository and the output datasets 

produced represent cumulative values for infected, recovered 

and fatal cases. 

This model was specifically designed for and used to 

predict the COVID-19 cases for India and is one of the simpler 

models. A major advantage of this model is the fact that it 

produces some of the most fairly successful results. A second 

advantage is that it also utilizes an openly available dataset for 

COVID-19 maintained by the Johns Hopkins University. This 

data repository has emerged as one most used data repository 

for COVID-19 datasets by researchers world-wide, and was one 

of the first repositories created for COVID-19 [29]. It is also 

one of the most up-to-date repositories. A major disadvantage 

of this model lies in its use of regression which while being 

suitable for the Indian COVID-19 dataset which is consistent 

might not be suitable for non-consistent and fluctuating 

datasets. This fact can be seen in Figure 2 which shows line 

plots of SEIR, Regression and actual cases for India from the 

research work [28]. 

 

2.3.3 Improved SIR Model 

In his work, [30] presents research that aims to predict the 

COVID-19 pandemic in Africa. This work focuses on South 

Africa, Egypt, Algeria, Nigeria, Senegal and Kenya. This work 

proposes a COVID-19 prediction model based on the SEIR 

model. The biggest modification to SEIR in this model is the 

method used to estimate the parameters. Using a technique 

known as Metropolis-Hasting (MH), [30] model was used to 

predict COVID-19 statistics for South Africa, Egypt, Algeria, 

Nigeria, Senegal and Kenya. 

This model takes as input a time-series based dataset,, 

and it utilizes the COVID-19 datasets from the JHU CSSE 

repository. Similar to other work, this work also produces as 

output a times-series based values for factors such as infections, 

recovered and exposed cases. 

 
Fig 2 Improved SIR Model 

 

A major disadvantage of this model lies in its 

moderately simple design that utilizes the traditional SEIR 

model in combination with the more advanced Metropolis-

Hasting (MH) parameter-estimation technique. This fact can be 

seen in Figure 3 which shows a design overview of the model. 

Another advantage with Zhao’s work lies in the way his model 

presents the results using traditional visualization in the form of 

bar-graphs and line-graphs [30]. 

 

2.3.4 Web News & Social Media Based Prediction Models 

In their research, [31] present a COVID-19 prediction model 

fundamentally based on data and statistics from web news and 

social media. This work aims to predict the COVID-19 

pandemic on a world scale, and it utilizes various sources for its 

data. Some sources of the data, statistics and metrics utilized by 

this model include keywords, number of likes, posts, tweets, 

views and even surveys. 

This work by [31] is one of the earliest works in 

COVID-19 predictions, and it was fairly successful. The first 

disadvantage of this work was that it mostly utilizes anonymous 

and unverified values and metrics. A second disadvantage was 

that the accuracy of predictions decreased when the model was 

applied on a smaller scale such as at a country or provincial 

level, as such, the model used is not suitable at country level 

[31], [32], [33]. 
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Covid-19 Modeling in Zambia 

In Zambia, one of the earliest research that used data mining 

and machine learning to assist in the fight against the COVID-

19 was that done by [34]. In their research, Phiri and his 

colleague attempt to assess the spread of the COVID-19 

pandemic using environmental and social economic factors. 

One of the main similarities between the work by Phiri and 

colleagues and the one presented in this paper is that both utilize 

the same data source, the Ministry of Health daily COVID-19 

reports. The first similarity between the work by Phiri and 

colleagues and the work presented in this paper is that both 

utilize the Ministry of Health daily COVID-19 reports as one of 

their main sources of data. A second similarity is that the work 

presented in this paper also utilizes a few similar tools and 

techniques to those utilized by Phiri and his colleague in their 

work. This research however, additionally utilizes a 

classification tree approach to achieve its goals [34]. 

One of the most recent researches aimed at forecasting 

the COVID-19 pandemic in Zambia is that done by [35]. In this 

research, an attempt was made to forecast the third wave of the 

COVID-10 pandemic in Zambia using the classical SIR model. 

The research utilizes the same data sources as this paper 

(ZNPHI and MOH). The results of this research are yet to be 

compared to the actual data and published [35].  

[36] applied a number of existing classifiers available 

in the Waikato Environment for Knowledge Analysis (WEKA) 

machine learning library to model Covid-19 infections in 

Zambia. The classifiers used were ZeroR, OneR, J48 decision 

tree, Multilayer Perceptron, Naïve Bayes, Random Forest, 

Support Vector Machine, K Nearest Neighbor and Logistic 

Regression. WEKA is an open source collection of machine 

learning algorithms for data mining and contains tools for data 

preparation, classification, regression, clustering, association 

rules mining, and visualization [37]. The results indicate that 

these classifiers performed well and was able provide insight 

and better understanding of epidemic spread within Zambia. In 

their development of a cross platform contact tracing mobile 

application, [38] uses deep neural networks to determine 

contacts in proximity to a Covid-19 positive case. The deep 

learning model has been evaluated against analytic models and 

machine learning models. They discovered that deep neural 

network model performed better than analytic and traditional 

machine learning models during testing. 

 

3.0 Methodology 

The methodology for this study consisted of five steps. The first 

step was creation of the dataset and the second step was analysis 

and validation of the dataset. Third step was an experiment 

aimed at creating a model using the SEIRD model. Fourth step 

was an experiment that combined the SEIRD model with other 

data mining techniques. The third and fourth steps were both 

aimed to arriving at a model that would produce value of cases 

that are close to the ECDC and HDX dataset. The final step was 

evaluation of the forecasting model. 

 

3.1 Creation of the dataset 

The study used four data sources to create the dataset for this 

research namely the Zambia National Public Health Institute 

(ZNPHI), European Center for Disease Prevention and Control, 

GitHub, and Johns Hopkins University Center for Systems 

Science and Engineering. The daily and periodic COVID-19 

situation reports published by ZNPHI were used to create a 

COVID-19 dataset that focuses on the pandemic for Zambia at 

provincial scope. The dataset created was used to analyze the 

COVID-19 pandemic at provincial level for Zambia. The time 

series data on COVID-19 from the European Center for Disease 

Prevention and Control (ECDC) and Humanitarian Emergency 

Response Africa (HERA) were used to analyze the pandemic at 

country level. These datasets include datasets for many 

countries. This study however only focuses on the dataset for 

Zambia. The analysis focuses on infections, fatalities and 

recoveries [39], [40]. The geospatial shape files for Zambia 

obtained from GitHub repository were used in the analysis of 

the pandemic at provincial and country levels. The shapes are 

used to create heat-maps during analysis [41]. 

The global time series data on COVID-19 from JHU 

CSSE was used to forecast future cases (infections, fatalities 

and recoveries) for Zambia. The JHU CSSE COVID-19 dataset 

includes datasets for many countries. This study however, only 

focuses on the dataset for Zambia [42], [43]. The study utilized 

Python 3, Tesseract-OCR, Camelot and Excalibur, 

GImageReader, Bash Scripting, pdfgrep, pdftk and wget to 

extract data from the above sources. The creation of the dataset 

involved extraction, loading and transformation (ELT). The 

extraction process primarily involved using Optical-Character-

Recognition tools and utilities to extract data from the daily and 

periodic situation reports by the Zambia National Health 

Institute. The Transformation process involved reducing the 

scope of all the data to provincial level, while the loading 

process involved saving the data. The ultimate dataset was in 

the form of a single XLSX spreadsheet file composed on 4 

sheets. The first 3 sheets contain infected, recovered and fatal 

case values, while the third sheet contains notes about the 

dataset. 

 

3.2 Analysis of the dataset.  

The analysis process utilized classical data analysis tools and 

techniques. The primary tools and techniques utilized are pie-

charts, bar-graphs, line-graphs, and geospatial heat-maps and 

data tables. 
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Fig 3. Creating a model using the SEIRD 

3.3 Experiment 1 (Creating a model using the SEIRD) 

The first experiment was aimed at creating a model using the 

SEIRD. The first step during this experiment focused on finding 

a suitable parameter-estimation technique (see Fig 3). The three 

main techniques that were used were the least-square technique, 

the variable reversal mathematical technique and the 

exponential-curve fitting technique. For each of the techniques, 

all its results were used with the SEIRD model, and a line graph 

plotted.  

The variable-reversal technique attempts to estimate 

the values of beta and gamma by moving the variables beta and 

gamma to the LHS of the equation was implemented using the 

equation in Fig 4. This experiment focused on estimating those 

variables on a monthly basis. The least-square technique was 

then used to estimate the values of beta and gamma by finding 

the value of a slope between 2 arbitrary points on a plot of the 

actual data was implemented.  This experiment focused on 

estimating those variables by picking 2 arbitrary points that 

represent 2 days between the data.  

 

3.4 Experiment 2 (SEIRD model with data mining 

techniques) 

The second experiment aimed at using an existing 

implementation to create a forecasting model for COVID-19 for 

Zambia. Two python packages that were considered for this 

purpose were CovsirPhy [44] and covid_seird [45]. CovsirPhy 

is a package that implements the SIR epidemiology model 

while covid_seird is a package that implements the SEIRD 

model (Fig 5). The “covid_seird” package implements the 

SEIRD model and includes tried and tested parameter 

estimation techniques built into the library. The covid-seird 

package was selected for this experiment. 

 
Fig 4 SEIRD Equations used by the Forecasting Model [46] 

 

The experimentation process begins by calling the 

“country_covid_seird.CountryCovidSeird()” function from the 

“covid_seird” with the country code “ZM” for Zambia. The 

function returns an object for Zambia. The “best_fit()” method 

is then called on the Zambia object to utilize the “best fit curve” 

method to create a best fit curve for Zambia using the JHU 

CSSE dataset as shown in Fig 5. After calculating the 

parameters using the best-fit technique, The plot_simulation is 

called which plots a line plot of the results of the SEIRD model. 

After plotting a SEIRD model, the experiment process proceeds 

to create a line plot of infected, recovered and fatal cases from 

the simulation. 

 

 
 

Fig 5 Experiment 2 process 

 

3.5 Model evaluation 

To evaluate the forecasting model, the values it produced were 

compared with data from the JHU CSSE datasets. The 

comparison utilized visualization to accomplish this task. The 

visualization involved comparing the values for the infected, 

recovered and fatal cases from the period March 18, 2020 to 

June 2021 with those generated by the forecasting model. A 

confusion matrix was used to assess the performance of the 

forecasting model. 
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4.0 Results and discussion 

4.1 Dataset creation 

The extraction loading and transformation process involved 

downloading reports from the ZNPHI website and transcribing 

them to create a day-wise tally of the COVID-19 cases in 

Zambia. Due to gaps in the situation reports published by 

ZNPHI, their social media situation update posts in partnership 

with MOH are combined with the situation reports. The 

extraction of data from the situation reports and posts was done 

using optical character recognition tools to minimize errors and 

time for the process. The results of the ELT process are in the 

form of an Microsoft excel sheet file in which infected, 

recovered and fatal case statistics have their own sheet and each 

sheet contains a tally for each province. 

 

 
Fig 6 Results of ELT process 

 

The dataset created from the ELT process had 

challenges and limitations, for example some data had mixed or 

missing scope. Some of the daily and periodic reports contained 

data that had different scopes. Some cases were reported at 

district level while others were at provincial level. This scope 

challenge was overcome by aggregating the district to 

provincial level. Small subset of the reports contained case data 

that did not have area (district or province) scope. This data was 

put into an “unspecified” scope label as shown in Fig 6. A 

minimal number of days did not have any situation published 

or posted by either ZNPHI or the Ministry of Health via any 

channel. These days were outlined in the “NOTES'' sheet of the 

Excel Sheet file for the created dataset as shown in Fig 7. 

 

 
Fig 7 NOTES 

 

4.2 Analysis of dataset 

Fig 8 shows a line graph created from the HDX and ECDC 

datasets. The line graph shows monthly infected and recovered 

totals for Zambia from January 2020 to 8 January, 8 2021. From 

this line graph it can be seen that the COVID-19 pandemic in 

Zambia arrived around March 2020 but within 2 months the 

cases began to rise and 4 months later the cases appear to reach 

an all-time high (around August 2020). Following this spike, 

the figures drop again in November before spiking again around 

January 2021.  

 
Fig 8 Monthly fatalities and recoveries 

 

 

 
Fig 9 Infected Cases Heat-Map (Jan 2020 – Jan 2021) 

Fig 8 also shows a line graph of total monthly fatalities 

and recoveries created from the HDX and ECDC datasets for 

Zambia. An important point that can be seen from this graph is 

that the fatalities for Zambia due to COVID-19 generally seem 

to be very low while the recovery figures seem to always be 

close to the infections.  
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Fig 10 Infected Cases Heat-Map (Jan 2020 – Jan 2021) 

 

Fig 9 shows a pie-chart and Fig 10 shows a heat-map 

of infections per province for the time period January 2020 to 

December 2020 created from the HDX and ECDC datasets. As 

can be seen from both the pie-chart and heat-map, the majority 

of infections for Zambia appear to be in the urban areas (Lusaka 

and the Copperbelt provinces in particular). As can be seen 

from Fig 8 and Fig 9, the same areas that have high infections 

also have matching high recoveries and low fatalities. 

 
Fig 11 Infected and recovered cases 

 

Fig 11 shows monthly infected and recovered totals 

for Zambia from January 2020 to January, 2021. The results 

show that the trends for infections and recoveries is that from 

around March 2020 to around November 2020, the numbers for 

recoveries seem to closely follow the infections. After 

November, however, the recoveries seem to start lagging 

behind infections. This information is important for decision 

making 

 

4.3 Experiment 1 and 2 

The results of variable-reversal technique for the month of 

September is shown in Fig 12. The technique was used to 

estimate the values of beta and gamma by moving the variables 

beta and gamma to the LHS of the equation. The value of beta 

is 6.54118, value of gamma is 0.0079 and value of R0 is 8.2667 

for September. 

 

 
Fig 12 Variable-reversal technique for September 

 

The results of the exponential-curve-fitting technique 

is shown in Fig 13. The technique attempts to estimate the 

values of beta and gamma by plotting a curve that best fits the 

actual data that was implemented. This technique used Point A 

at 60 and Point B at 360 with beta equal to 0.031, gamma equal 

to 1.0 and R0 equal to 0.032. 

 

 
Fig 13 Exponential-curve-fitting technique 

 

The results of the least-square technique are shown in 

Fig 14. The technique attempts to estimate the values of beta 

and gamma by finding the value of a slope between 2 arbitrary 

points on a plot of the actual data. The value of gamma is 

0.00482878, value of beta is 0.0218498 and R0 is 4.52491. 



Sakala  J., and Kunda  D../ Zambia (ICT) Journal, Volume 6 (Issue 1) © (2022) 

 

Zambia (ICT) Journal, Volume 6 (Issue 1) © (2022)  14 

 

 
Fig 14 Least-square technique 

 

As can be seen from the results, the least-square and curve-

fitting techniques produced parameters that resulted in SEIRD 

plots that were not close to fitting the actual HDX and ECDC 

datasets. The equation-reversal technique on the other hand, 

while being the most promising, was also producing parameters 

that resulted in SEIRD plots that were not fitting with the HDX 

and ECDC datasets.  

 

4.4 Forecasting model evaluation 

The values generated by the forecasting model with infected, 

recovered and fatal cases were plotted on 3 line graphs as shown 

in Fig 15. The dotted lines represent the forecasted values, 

while the solid lines are for actual values. On top of each graph 

is a simple correlation coefficient between the 2 lines in each 

graph plot as well as values for the maximum of each plotted 

line.  

From all 3 line-graphs, it is evident that the model's 

forecast values do not match up perfectly with the actual values. 

This fact is backed up by the difference between the maximum 

values for each graph. From the same graphs however, it can be 

seen that the correlation coefficient values for fatal and 

recovered cases are well above 50% while that for infections is 

not. The confusion matrices for the forecasted data show the 

most significant differences in the infected cases while the 

recovered cases also show a difference and the fatal values 

showing the most promising alignment. The model evaluation 

suggests that while the model is not able to forecast the actual 

cumulative values for infections, it is able to forecast the trend 

for fatalities and recoveries.  
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6.1 Conclusion 

This study started out with the intention of analyzing and 

forecasting the COVID-19 pandemic in Zambia using data 

mining techniques and models. The analysis process began by 

creating a data mining dataset for COVID-19 for Zambia that 

focused on the provincial scope. From the analysis performed, 

various trends can be seen. These trends include the provinces 

that have the most infections, recoveries and fatalities. Other 

trends include the progression of cases at a country level from 

its onset. Another objective of the research was to create a 

forecasting model for COVID-19 for Zambia. To achieve this 

task, the research focused on experimentation to create a model 

based on the SEIRD epidemiology model. 

 While many arguments and points can be raised about 

the work in this study, the potential benefits and areas where 

data mining can be applied in the fight against COVID-19 in 

Zambia can also be seen. This point is very important when one 

considers the fact that the current COVID-19 pandemic is 

clearly going to be around for a while and no single country has 

so far managed to eradicate it and prevention still remains as 

the best solution. To implement preventive measures however 

requires constant analysis and forecasting of the pandemic in 

order for preventive measures to be effective. 

 Further research could concentrate on utilizing other 

pandemic analysis models such as time-based models or even 

utilizing the same ideas used in this study but supplementing 

them with other data mining models and techniques such as 

polynomial and hybrid regression. This is especially true for 

COVID-19, as it is an ongoing challenge and no analysis or 

forecasting model so far has been found that is suitable for all 

situations and especially for developing countries like Zambia. 
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