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Abstract — One of the most important concerns affecting human- 

ity today is climate change that has led to increased frequency of 

natural disasters that threaten social and economic stability to 

populations. Zambia’s vulnerability to the threat of disasters re- 

mains high because the country still lacks an effective Early Warn- 

ing System (EWS). This study recognises the need to evaluate var- 

ious Machine Learning (ML) algorithms, that have been success- 

fully implemented in disaster prediction, in order to develop a 

model for Zambia. Six ML algorithms, namely; Logistic Regres- 

sion (LR), Random Forest (RF), K-Nearest Neighbor (KNN), 

Gaussian Naive Bayes (GNB), Decision Tree (DT), and Support 

Vector Machine (SVM), have been compared from which the best 

performing is chosen. The historical climate data is obtained from 

the Zambia Meteorological Department (ZMD) while historical 

natural disasters data was obtained online because it is not locally 

available. The study results show that LR and SVM algorithms 

performed better than the others, both scoring 73.0% accuracy, 

respectively. LR is chosen to produce the final model because it 

has a shorter computational time compared to SVM. The model is 

then incorporated in a web service and android application for de- 

ployment. However, the high number of outliers, missing values 

and highly imbalanced classes affect the performance of the model. 

ML data cleaning and feature engineering techniques, such as 

Data Imputation and Oversampling Techniques, are applied but 

certain challenges still persist because these tools have their own 

flaws. Therefore, the model’s performance in a real-world data en- 

vironment is likely to be affected. 

Keywords — Climate Change, Early Warning Systems, Machine 

Learning, Natural Disasters, Prediction Model 

 

1.0 Introduction 

Climate change is one of the most significant issues facing hu- 

manity today. These issues include the escalating frequency of 

natural disasters brought on by climate change, such as 

droughts, floods, forest fires, heat waves, tropical cyclones, 

storms, tsunamis, avalanches, tornadoes, severe thunderstorms, 

and hurricanes [1]. As a direct consequence, climate change ca- 

tastrophes threaten infrastructure, social and economic circum- 

stances, human and animal health, energy, agriculture, and the 

natural environment, among other things [2]. 

Being part of the international community, Zambia is not im- 

mune to the consequences of climate change. According to 

studies, during the past forty years, the frequency of cata- 

strophic occurrences like floods and droughts have increased 

[3]. Given this situation, the nation needs an Early Warning 

System (EWS) that is effective and efficient and can help fore- 

cast major disaster occurrences brought on by climatic variabil- 

ity. 

Zambia largely relies on weather forecasting that in turn is used 

to predict the occurrence of disasters. However, this approach 

seems not to be effective hence the country has continued to 

experience high losses in natural disasters due to the failure of 

this approach to accurately and timely forecast disaster inci- 

dences. Aside from a possible lack of competent human re- 

sources to run EWSs and the cost associated with their imple- 

mentation, the assumption in this study is that the other cause 

could also be the failure of technological tools, such as climate 

disaster prediction models, being employed. 

Machine Learning (ML), a subfield of computer science, has 

grown in popularity recently as it provides flexible tools for 

technological advancement [4]. Its ideas have been promoted as 

helpful instruments for mitigating climate change effects, par- 

ticularly in creating forecasts for climate change-related occur- 

rences like catastrophes. 

The main purpose of this research project is to identify gaps in 

the current EWSs in Zambia and propose the application of ML 

approaches that can be used to construct an effective and effi- 

cient prediction model for extreme climate related natural dis- 

asters occurrences in the country. 

 

2.0 Literature Review 

Over the course of several decades, Zambia has experienced a 

number of climatic change difficulties. Droughts, seasonal and 

flash floods, all occur often and high heat and dry periods have 

been the most severe circumstances lately. Bank [5], observes 

that droughts and floods, in particular, have become more often, 

intense, and widespread, posing a danger to food and water se- 

curity, water quality, energy, and rural populations' long-term 

survival. 

Other studies indicate that Zambia, unusually, is subjected to 

two climatic extremes at the same time. While residents in the 

mailto:phirid38@gmail.com
mailto:christopher.chembe@zcasu.edu.zm


Phiri D., and Chembe C../ Zambia (ICT) Journal, Volume 6 (Issue 1) © (2022) 

Zambia (ICT) Journal, Volume 6 (Issue 1) © (2022) 19 

 

 

 

southwest are normally concerned about the country's unpre- 

dictable rainfall pattern, those in the northeast are anxious about 

flash floods [6]. During the 2019/2020 rainy season, the country 

received above-average rainfall, resulting in floods in some dis- 

tricts in the Southern, Eastern and Lusaka Provinces, while dry 

spells were experienced in some parts of the Western Province. 

Over the previous three decades, floods and droughts have cost 

Zambia more than $13.8 billion in catastrophic losses [7]. Zam- 

bia's agricultural output is expected to plummet by 30% by 

2080 under the current climate change scenario [1]. Moreover, 

according to a government study on the economic impacts of 

climate change conducted in 2011, a loss of roughly USD 5 bil- 

lion in GDP is expected over a 10-to-20-year timeframe [9]. 

The World Bank Knowledge Portal offers some insight into the 

frequency, impact and occurrence of common natural hazards 

in Zambia as summarized in Figure 2.1. 

 
Figure 2.1: Key Natural Disasters occurring in Zambia 

 

Climate variability and unpredictability continue to be a major 

structural risk to Zambia's long-term growth, affecting im- 

portant sectors like agriculture and energy and underscoring the 

need for climate-smart solutions to be included into the coun- 

try's long-term economic plan. 

Early Warning Systems (EWS) are critical components of cli- 

mate change adaptation, with the goal of preventing or mini- 

mizing damage caused by risks. EWS are complex systems that 

attempt to lessen the consequences of natural catastrophes by 

providing timely and relevant information in a systematic man- 

ner. EWS can help poor nations like Zambia become more re- 

silient to natural disasters and climate-related threats if effec- 

tively implemented. 

Even though various studies and initiatives have been con- 

ducted on disaster vulnerability assessment and prediction mod- 

els, the literature on climate change induced disaster prediction 

and EWS for Zambia is scarce. Further, some studies indicate 

that there is no systematic EWS in place for natural disasters 

and risks in Zambia [8]. 

However, a number of efforts have been made to create and 

strengthen EWSs in the country. These efforts include the dis- 

semination of flood and drought early warnings, including the 

deployment of community-based EWS in three districts: 

Chipata, Gwembe, and Sesheke by UNDP [9] and the installa- 

tion of disaster EWS in Kasaya village and Mbeta Island in the 

Kazungula and Sioma Districts of the Southern and Western 

Provinces, respectively, by the ITU in collaboration with 

ZICTA [10]. In addition, the 21st Century World Bank mod- 

ernization project, which aims to enhance early warning and 

disaster management systems, was launched by ZMD and its 

cooperating partners. The initiative, which began in 2014 and 

has been ongoing ever since, aims to reduce disaster risk caused 

by climate change and climatic variability concerns as well as 

the requirement to lessen operational, budgetary, and human 

limitations [11]. 

Despite the highlighted efforts, the nation has continued to suf- 

fer significant losses from natural catastrophes since these sys- 

tems are unable to predict disasters with sufficient accuracy and 

in a timely manner. These systems mainly depend on weather 

forecasting that in turn is used to predict the possibility of a 

hazard occurring not necessarily predicting the actual disasters. 

Studies have shown that short-term weather forecasts alone are 

insufficient to safeguard populations during disasters. Recog- 

nizing the hazard sooner and implementing the necessary sys- 

temic steps are necessary for surviving natural catastrophes. 

Machine learning (ML), a branch of Artificial Intelligence (AI) 

that uses intuitive training to recognize patterns in datasets as 

part of an algorithmic and heuristic approach, has gained appeal 

in recent years as an adaptable instrument for technological 

growth and has been advocated as a useful tool for climate 

change studies [4]. 

ML algorithms have also been used to predict severe climate 

change occurrences and threats. In Zambia, Mzyece et al. [12], 

researchers from the University of Zambia, sought to apply ML 

to anticipate seasonal rainfall. Khan et al. [13] investigated the 

possibility of constructing drought prediction models for Paki- 

stan utilising ML techniques. Similarly, In Ecuador, Muñoz et 

al. [14] compared ML techniques for powering flood EWS and 

Moon et al. [15] proposed using ML approaches to create an 

efficient EWS for extremely short-term high rainfall. Ku- 

radusenge et al. [16] forecasted rainfall-induced landslides us- 

ing ML Models in Rwanda's Ngororero District. In other recent 

studies in Nigeria and India [17] [18], Ogunjo et al. and 

Bhimala et al. used ML techniques to predict future COVID-19 

cases based on previous infections, using weather parameters 

such as temperature, and humidity data. 

The most frequently employed ML algorithms in the high- 

lighted studies are LR, RF, KNN, NB, DT, and SVM, which are 

eventually selected for investigation in this study. Choosing a 

single ML method is quite challenging, as a result all models 

are assessed by comparing their accuracy on training and test 

sets before choosing a single model. 

3.0 Methodology 

3.1. Theoretical Framework 

To create a Machine Learning system, it takes more than just 

choosing a model, training it, and using it on fresh data. Ma- 

chine learning projects may be organized with the use of frame- 

works. The Cross-Industry Standard Process for Data Mining 

(CRISP-DM), is one such framework. The CRISP-DM pro- 

poses a six phases methodology for the machine learning pro- 

cess: Business understanding, Data understanding, Data prep- 

aration, Modeling, Evaluation, and Deployment as illustrated 

in Figure 3.1 below. 
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Figure 3.1: CRISP-DM Model (Courtesy IBM, 2021) 

 

This project comprises a model for predicting natural disasters 

based on patterns and linkages found in past natural disaster 

records and historical meteorological data. Based on the 

CRISP-DM framework, the process used included the seven 

principal steps that are followed in ML model building; data 

collection, data preprocessing, model selection, model training, 

performance evaluation, prediction and model deployment. 

 

3.2. Data Collection 

The historical climate/weather data was obtained from the Zam- 

bia Meteorological Department (ZMD) while the historical dis- 

aster data was obtained online with the assistance and guidance 

of the Disaster Management and Mitigation Unit (DMMU). 

Various online sources also were explored to augment the data 

provided by the two primary sources. These included but not 

limited to: (a) the World Bank Climate Knowledge Portal; (b) 

the EM-DAT International Disasters Database; (c) the Human- 

itarian Data Exchange; (d) Our World in Data; and (e) the 

IRI/LDEO Climate Data Library. 

The Data obtained from ZMD was for the period from July, 

1980 to February, 2022 recorded by 40 meteorological stations 

spread across the country. The key natural disasters that oc- 

curred during the corresponding period (1980-2022) were 

mostly obtained from the World Bank Climate Knowledge Por- 

tal and the EM-DAT International Disasters Database. 

 

3.3. Data Preparation and Preprocessing 

The obtained data is analyzed, processed and merged to form 

one meaningful dataset using various tools including Power 

Query in Excel. 

The recorded variables of climate/weather data that constitute 

numerical features are temperature (minimum and maximum), 

humidity, evaporation, pressure, wind speed and rainfall while 

the qualitative attributes are Date and Location. The key rec- 

orded natural disasters are floods, droughts, epidemics, insect 

infestations and landslides. Insect infestations and landslides 

were excluded from the final dataset because there were very 

few recorded instances and their impact was insignificant. The 

“Disaster Type” attribute designate a multi-class target varia- 

ble with four classes namely; ‘Drought’, ‘Flood’, ‘Epidemic 

‘and ‘No Disaster ‘to represent periods where no disasters were 

recorded. The final dataset consists of 31509 instances with 10 

attributes. 

The Visual Studio Code (VS Code) IDE in the Anaconda envi- 

ronment is used to pre-process the dataset and build the model 

using Python Version 3.9. The Jupyter Notebook and Python 

Extensions in VS Code IDE are used to write and run the Codes. 

Some pre-processing techniques such as, identifying and imput- 

ing missing values and outliers, encoding categorical features, 

Splitting the training and test datasets and feature scaling were 

undertaken to clean and structure the dataset. 

 

3.4. Model Building 

3.4.1 Model Training and Testing 

The goal of this study is to train and evaluate different ML mod- 

els and pick the best for forecasting disasters in Zambia. To 

compare and find the best feasible model, six (6) classification 

algorithms are chosen, namely: Logistic Regression [LR], Ran- 

dom Forest [RF], K-Nearest Neighbor [KNN], Gaussian Naive 

Bayes [GNB], Decision Tree [DT], and Support Vector Ma- 

chine [SVM]. 

The ML algorithms were trained and tested to evaluate the mod- 

els. Eighty percent (25207 instances) of the dataset is utilised 

for training, while the remaining twenty percent (6302 in- 

stances) is used for testing and validation. 

3.4.2 Model Evaluation 

The Confusion Matrix, Classification Reports, Overfitting/Un- 

derfitting tests, Cross Validation scores and AUC-ROC (Area 

Under the Curve - Receiver Operating Characteristics) plots are 

used in the evaluation process. 

The Confusion Matrix is a tool for evaluating classification 

model performance. It is a classification framework that serves 

as the foundation for several classification measures. The True 

Positives (TP), False Positives (FP), False Negatives (FN), and 

True Negatives (TN) are the metrics used to assess the perfor- 

mance of the model. Further, the Classification Report, is a per- 

formance evaluation metric which is used to show the preci- 

sion, recall, F1 Score, and support score of the trained classifi- 

cation model. It also displays the accuracy of the model. 

Overfitting or underfitting of the data is the cause of poor model 

performance. Overfitting refers to a model that models the 

training data too well while Underfitting refers to a model that 

can neither model the training data nor generalise to new data. 

When training and testing data accuracy scores are comparable 

and nearly equal, there is no underfitting or overfitting and the 

model generalises effectively to new data. 

Also employed in model evaluation is Cross Validation, the 

process of evaluating the correctness of a ML model accuracy 

when fed with new data. Before deploying the model, Cross 

Validation score will show whether the model is correct with 

fresh data if it is close or equal to its accuracy. 

To show a model's performance between sensitivity and speci- 

ficity, an AUC-ROC plot is utilised. An AUC-ROC plot, assist 

to determine how effectively a model can differentiate between 

classes. The AUC-ROC curve and the other aforementioned 

metrics are used to evaluate the models, which aids in the justi- 

fication of results. 
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4.0 Results and Findings 

4.1 Comparison of Models for Selection of Best Performing 

Al- gorithm 

To ensure fair comparison of ML algorithms considered in this 

study, each algorithm is evaluated in the same way on the same 

data. Table 4.1 below presents the comparison of the accuracy 

and cross validation scores. Table 4.2 is a summary of the com- 

parison of training and testing scores to determine whether or 

not the model is underfitting or overfitting. Further, Figures 4.1 

and 4.2 are visualization plots of accuracy and cross validation 

scores comparison, respectively. Meanwhile, the ROC AUC 

micro-average scores are 0.85 for LR, KNN and GNB while 

RF, DT and SVM scored 0.87, 0.78 and 0.86, respectively. Mi- 

cro-average is preferred in a multi-class classification system if 

it is suspected that there may be a class imbalance. This would 

be explained in the sections that follow. 

Table 4.1: Comparison of Accuracy and Cross Validation Scores 

 

 
 

 

 

Model 
Accuracy 

Score 
Cross Validation 

Score Standard Deviation 

LR 0.730720 0.728687 (0.006755) 

RF 0.709616 0.709605 (0.008419) 

KNN 0.711679 0.707621 (0.007682) 

GNB 0.723421 0.720991 (0.009245) 

DT 0.666455 0.665291 (0.008366) 

SVM 0.730720 0.728687 (0.006755) 

 

Table 4.2: Checking Underfitting and Overfitting of the models 

Model Training Score 
Testing 

Score 

Underfitting/ 

Overfitting 

LR 0.728686 0.730720 No 

RF 0.900622 0.710568 Yes 

KNN 0.758638 0.692796 Yes 

GNB 0.721426 0.723421 No 

DT 0.900623 0.669311 Yes 

SVM 0.728686 0.730720 No 

 

Figure 4.1: Comparison of Model Accuracy 

 

Figure 4.2: Comparison of Cross Validation Scores 

 

4.2 Model Selection 

Based on the results above, the algorithms for LR and SVM 

both outperformed the others. But since LR requires less time 

to compute than SVM, it was chosen to create the final model. 

SVM models are successful in large dimensional spaces and of- 

ten have greater classification accuracy, but their drawback is 

that they take longer to compute than LR models. 

 

4.3 Resolving Imbalanced Classes Using SMOTE 

It is observed that the dataset has a class imbalance, which af- 

fects how well the chosen model performs. When tested for pre- 

dictions, the majority of predictions are slanted in favour of the 

class "No Disaster." The observation is an indication that other 

classes are in the minority are ignored which results in poor per- 

formance of the model. 

The lack of sufficient data contributes to the problem of class 

imbalance and the default behaviour of the ML model is to 

overclassify the majority class when there is a class imbalance. 

Although the accuracy of 73% of the proposed model may be 

good, the resultant model is biased and more likely to misclas- 

sify members of the minority class. 

In order to make the number of instances in the minority classes 

more closely match the number of examples in the majority 

class, oversampling is the practice of synthesising fresh exam- 

ples of the minority classes. The Synthetic Minority Over- 

sampling Technique (SMOTE) is the most used method for cre- 

ating new samples. This method aids in overcoming the over- 

fitting issue brought on by random oversampling [19]. Before 

SMOTE is applied, the number of instances in each class is 

checked and confirmed and the results are listed below: 

Class="No Disaster", n=22973 (72.9%) 

Class="Drought", n=2182 (6.9%) 

Class="Flood", n=2562 (8.1%) 

Class="Epidemic", n=3792 (12.0%) 

The dataset is then oversampled using SMOTE. It oversamples 

all classes by default so that each class has an equal number of 

instances to the class with the most instances. The outcomes of 

using SMOTE are shown below: 

Class="No Disaster", n=18378 (25.000%) 

Class="Drought", n=18378 (25.000%) 

Class="Flood", n=18378 (25.000%) 

Class="Epidemic", n=18378 (25.000%) 

Using the resampled dataset, the LR model is then retrained. 

The transformed Confusion Matrix, which is shown in Figure 

4.3 below, demonstrates how effectively the model trained on 

synthetic cases generalises. The classifier does a good job of 

recognizing the minority classes. When tested, the model was 

able to predict ‘No Disaster’, ‘Flood’ and ‘Epidemic’ classes 

when fed with random input values. However, the model could 

not produce any result for the ‘Drought’ class probably because 

the classified number of 82 instances of True Positives for the 

class is still too low compared to the other classes. 
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Before SMOTE After SMOTE 

Figure 4.3: Transformed Confusion Matrix after SMOTE 

 

4.4 Deployment of the Model 

The process for developing a ML model is complete with model 

deployment as illustrated in Figure 4.4. 
 

Figure 4.4: Model Building and Deployment Pipeline 

 

The three options of model deployment are all taken into con- 

sideration. These are deployment for batch prediction, deploy- 

ment as a web service and deployment on Android devices. Due 

to their simplicity and low cost, the second and third options 

were selected and used in this project. 

The web service application was developed using the flask 

framework [20] and the Android application was developed by 

utilising Java in Android Studio to produce the application [21]. 

Both applications are to be deployed to platforms such as Her- 

oku and Google Play where the model would be accessible to 

those concerned. 

 

5.0 Discussion and Analysis 

The primary source of class imbalances is when classifiers 

trained on uneven training sets have a prediction bias, which 

causes poor performance in the minority classes [38]. In the 

case of this study, the historical disasters dataset was not regu- 

larly recorded. In certain instances, the recorded weather pa- 

rameters could point out on the possibility of a disaster occur- 

ring, such as a flood or drought, in a particular period, but no 

disaster is recorded for that year. 

This study further established that DMMU does not host any 

database for disasters. The Early Warning Section of the Unit 

when approached, indicated that it also relies on online sources 

for historical disasters data and provided a number of websites 

where such data could be obtained. The data obtained from the 

online sources was also inadequate and contributed to the im- 

balance of classes that affected the prediction power of the 

model. Despite using SMOTE to solve the problem, research 

shows that the method has its own flaws. Models that are trained 

on oversampled datasets when applied to real-world situations 

may fail because classifiers trained on these samples while be- 

ing told that they represent minorities, may provide predictions 

that are off when the models are applied to actual data [22]. 

In addition, the analysis of the dataset during the preparation 

and pre-processing stages, also revealed that apart from the is- 

sue of unbalanced classes, the obtained historical climate data 

from ZMD are also incomplete, full of missing values and out- 

liers, and to a large extent of low quality and integrity because 

it also contained extreme and wrong values. 

Outlier detection is a crucial problem in data mining. The most 

popular thresholding strategies are based on statistics like inter- 

quartile range, median absolute deviation, and standard devia- 

tion around the mean. The inclusion of outliers in the calcula- 

tion of these statistics might generate severe distortions and 

their usage therefore may not be accurate [23]. In this project, 

almost all variables have a high number of outliers that could 

lead to inaccurate predictions after these data points are re- 

moved. 

Similarly, the issue of missing values also has an unfavourable 

impact on the outcomes of analyses, particularly when it results 

in inaccurate parameter estimations [24]. In the case of this 

study, it can be shown that the number of missing values is quite 

high for all parameters. The statistical mean was used to replace 

these missing values. Various studies indicate that data imputa- 

tion using mean can influence errors of the prediction if the per- 

centages of missing values is high and the size of the dataset is 

small [25]. The model performance of this project is likely to 

be affected by this pre-process. 

 

In climate studies and applications, such as analysis of climate 

change trends and modeling their effects and solutions on vari- 

ous socioeconomic activities, good quality climate data are cru- 

cial. However, Zambia still grapples with the challenge of 

maintaining a meteorological and disasters database with relia- 

ble quality data that can be analyzed to draw inferences and cre- 

ate solutions. 

It is evident that ZMD and DMMU are still facing challenges 

in maintaining reliable databases based on the quality of the 

data obtained. ZMD, for instance, still largely relies on using 

the traditional manual weather measuring methods and instru- 

ments for most of the weather observations. Weather stations 

are still scarce and in addition, their locations are unequal, with 

the majority being in urban areas. This is despite ZMD having 

embarked on the modernization program in 2014 that involved 

the installation of Automated Weather Observation Stations 

(AWOS) [11]. Given this situation, the suggested model's per- 

formance suffers even after the dataset has been cleaned and 

organized using various ML techniques. 



Phiri D., and Chembe C../ Zambia (ICT) Journal, Volume 6 (Issue 1) © (2022) 

Zambia (ICT) Journal, Volume 6 (Issue 1) © (2022) 23 

 

 

 

6.0 Conclusion and Recommendation 

The study was conducted by comparing six ML algorithms to 

get the best predictive model. The model making process was 

carried out by the seven principal stages of ML model building 

process of data collection, data preprocessing, model selection, 

model training, performance evaluation, prediction and model 

deployment which are based on the CRISP-DM methodology. 

The results show that the LR and SVM algorithms has the best 

accuracy in predicting with a precision value of 73% but LR is 

chosen for model deployment because it has less computational 

time compared to SVM. 

However, model performance is affected due to imbalanced 

classes, outliers, and missing values in the dataset that influence 

biased predictions. ML techniques are employed to remove out- 

liers and impute missing values. Further, SMOTE is utilized to 

address the problem of imbalanced classes. Nonetheless, these 

techniques have their own flaws and the model is expected not 

perform perfectly in a real-world data environment. 

The challenge of acquiring historical weather and disasters data 

for analysis is likely to persist if ZMD and DMMU do not im- 

prove their operations in collecting and maintaining reliable da- 

tabases. It is therefore recommended that efforts to improve the 

performance of the two institutions is enhanced probably 

through automation of their systems so that data could be col- 

lected and stored efficiently and with reduced errors. 

Future work will focus on further study of the proposed model 

to improve its performance by imploring other ML algorithms 

especially in the realm of Deep Learning. 
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