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Abstract— Maize, a crucial staple crop in Zambia and many 

other regions, is seriously threatened by several leaf diseases, 
such as Gray Leaf Spot, Maize Streak Virus, and Northern Corn 
Leaf Blight. Early detection and accurate classification of these 

diseases are challenging due to the time-consuming and error-
prone nature of traditional detection techniques, such as visual 
inspections by farmers or experts. In recent years, deep learning 

has shown promise as an automated method for identifying and 
categorizing plant diseases. This paper describes a deep 
learning-based framework for identifying leaf diseases in maize 

plants and identifies the main obstacles and unresolved problems 
in the field. The lack of large enough and diverse datasets is one 
of the main obstacles to using deep learning for maize disease 

diagnosis, particularly in certain regions such as Zambia. The 
usefulness of existing models is limited in real-world scenarios 
because they frequently fail to generalize across various 

environmental circumstances, such as variances in climate, 
illumination, and soil type. In addition, the class imbalance 
creates a big gap in datasets with overrepresentations of specific 

diseases, which skews model predictions. The lack of lightweight, 
deployable models appropriate for low-resource settings, 
including rural farms with limited access to high-end computing 

equipment, is another significant gap. Furthermore, deep 
learning models are frequently perceived as "black boxes," and 
because farmers and other agricultural specialists need 

explicable insights into disease forecasts, they are less likely to be 
adopted due to the lack of interpretability of the models. This 
paper addresses the requirement for ongoing model updates to 

deal with changing disease patterns and investigates the 
possibilities of domain adaptation and transfer learning 
approaches in enhancing model generalization across conditions 

and locations. The report concludes by urging a concentrated 
effort to incorporate regional farmers and agricultural 
stakeholders in the development process to guarantee that the 

solutions are workable, approachable, and contextually 
appropriate. Even though deep learning has a lot of promise to 
improve the detection of maize leaf disease, there are still several 

issues that need to be resolved to produce more scalable and 
successful solutions. This study identifies these gaps and makes 
recommendations for how to close them in the future to support 

food security and sustainable agricultural development in areas 
like Zambia. 

Index Terms— Maize leaf disease, deep learning, classification, 
dataset diversity, model generalization 

 

I. INTRODUCTION 

  Maize (Zea mays) is a staple food crop globally, providing 

sustenance and economic stability for millions [35]. However, 

its production is significantly threatened by various diseases that 

can lead to substantial yield losses [36]. Early and accurate 

disease detection is crucial for effective disease management 

and ensuring food security [37]. Traditional disease diagnosis 

methods, primarily reliant on expert knowledge and visual 

inspection, are time-consuming, labor-intensive, and prone to 

human error [38]. Recent advancements in computer vision and 

deep learning have shown promising potential for automated 

plant disease detection [39]. Specifically, deep learning-based 

approaches have demonstrated remarkable accuracy in 

classifying various plant diseases, including those affecting 

maize [32]. Despite the growing body of research in this area, 

several challenges and open issues persist. These include the 

limited availability of high-quality image datasets and the 

complexity of disease symptoms, the impact of environmental 

factors on disease manifestation, and the need for robust models 

that can generalize across different growing conditions [24][40]. 

The rest of the paper is organized as follows: Section II explains 

the background of the study, and Section III examines literature 

related to identifying leaf plant diseases, especially maize plant 

leaf diseases. Section IV methodology used is explained. Section 

V addresses open issues. Section VI discusses the potential 

economic impact of agricultural technologies. Section VII gives 

the conclusion of the paper.    

II.BACKGROUND 

 A vital staple crop in many nations, including Zambia, maize is 

susceptible to several diseases that substantially impact both its 

productivity and quality. Conventional disease detection 

techniques, such as professional eye inspection, take a lot of 

time, are subjective, and are frequently impractical for big farms. 

As a result, there is increasing interest in automated techniques, 

particularly those that use image-based methodologies, for 

identifying and categorizing diseases in the leaves of maize 

plants [42].  

 A kind of machine learning called deep learning has shown 
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promise as a method for automatically identifying and 

categorizing plant diseases.  The ability of Convolutional 

Neural Networks (CNNs) to extract hierarchical features from 

images has led to their widespread use. This capability makes 

them appropriate for identifying visual patterns in damaged 

maize leaves [41]. Deep learning algorithms can discern 

between different types of diseases as well as between healthy 

and diseased plants by learning intricate features from 

massive leaf picture collections. Scalability and accuracy are 

two key benefits of employing deep learning for maize leaf 

disease diagnosis are more effective than conventional 

diagnostic techniques because they can process thousands of 

images rapidly [32]. Furthermore, diseases can be classified 

into several groups using deep learning models, including 

major maize diseases like Northern Corn Leaf Blight, Maize 

Streak Virus, and Gray Leaf Spot [33].   

 
Fig1: Plant Disease Classification 

 
III.RELATED WORKS 

A report from the United Nations states that “long-term changes 

in temperature and weather patterns are referred to as climate 

change [49]. These changes could be caused by natural 

processes, such as oscillations in the solar cycle. [49] reported 

that climate changes pose challenges and make it difficult to 

curb poverty, reduce food insecurity, and sustainably manage 

natural resources. 

This has increased temperature, more frequent and violent 

weather events (such as floods and droughts), and more variable 

rainfall. Therefore, agriculture has significantly been impacted 

by climate change [49].  

[49] their studies found that low soil fertility, low soil pH, 

weather changes, and excess rainfall are among the key factors 

that significantly affect crop growth therefore decreasing the 

yield. [18] further found that drought, floods, and diseases are 

also factors that cause low yield. 

[50] in their studies proposed solutions to improve yield. A 

technique for reforming and reorienting agricultural systems to 

support food security considering the emerging realities of 

climate change is known as climate-smart agriculture (CSM) 

[50]. It encourages farmers, researchers, the commercial sector, 

civic society, and politicians to take transdisciplinary steps 

toward climate-resilient paths [51]. Reduced use of chemicals 

like pesticides and fertilizers will reduce greenhouse gas 

emissions while also safeguarding the ecosystem. By optimizing 

irrigation performance and water management, water availability 

is ensured [51]. 

In recent years, there has been a successful application of deep 

learning models represented by convolutional neural networks 

(CNNs) in many fields of computer vision examples being, traffic 

detection [45], medical Image Recognition [46], Scenario text 

detection [10], expression recognition [47], face Recognition [48]. 

Stack de-noising autoencoder (SDAE), deep Boltzmann machine 

(DBM), deep belief network (DBN), and deep convolutional 

neural network (CNN) are some of the well-known deep neural 

network models that have been created as of late [17]. Many 

studies have utilized computer vision technologies to automate 

plant disease detection and classification using leaf images. These 

techniques include image preprocessing, segmentation, and 

feature extraction to differentiate infected regions from non-

infected ones [14][43][44]  
[20] found that most recent studies focus on basic background 

maize leaf or other crop disease recognition, and in actual field 

situations, the performance of trained models degrades due to 

substantial interference from background noise. [21] [22] [23] say 

that the public dataset ImageNet serves as the main testing ground 

for popular novel deep learning image recognition algorithms 

(CNNs), and its images differ from fine-grained photos of crop 

disease. Numerous studies on neural network visualization have 

shown that those built CNNs mostly concentrate on patterns of 

objects in images (for example, profile features of dogs or cats), 

and that these pattern features are mirrored in feature maps of 

convolutional output. 

 Contrarily, fine-grained crop disease lesions are typically 

similar and discrete on the leaf surface, as a result, CNNs may 

not be fully adapted to fine-grained maize leaf disease image 

classification tasks and will not perform any better even when 

the network layers are stacked, and model parameters are 

increased. Designing rational models for activities is crucial and 

required. As a result, more rational models and computational 

methods are needed for fine-grained maize disease identification 

in complex background field situations         [24][25]. 

  Plant disease classification results are shown by [29], the 

machine learning technique used was unable to perform better 

on samples with significant brightness changes. A method for 

the identification and categorization of plant diseases based on 

hand-coded feature extraction was carried out by [28][29] and 

provides results on improved classification accuracy; however, 

these results are based on a small dataset. It is clear from this 

that while these works are easy to use, they require a large 

amount of training data and heavily rely on human experience. 

Furthermore, these methods are not resistant to the wide range 

of leaf plant diseases' sizes, colors, and shapes. There is a need 

to evaluate large datasets and diverse corpuses as evaluation on 

other datasets is difficult. [24] classification of maize plant 

diseases was carried out by using a genetic approach to 

automatically modify the SVM classifier's kernel technique and 

penalty factor. Compared to a bespoke dataset, the work [24] 

achieves a classification score of 90.25%. Furthermore, by 

computing the pertinent indicators, a proficient diagnostic model 

was created [29] using an ML approach and the Bayesian 

technique to track and classify corn plant diseases. 90% 

accuracy is attained by the study when compared to a bespoke 

Grey leaf Spot  Maize leaf 

Blight 

Maize Streak 

Virus 

Fungal 

 

Fungal Virus 
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dataset.  A segmentation-based approach was utilized by [28] 

to classify maize diseases. For this reason, a segmentation 

method was initially used to pinpoint the area of interest. 

Subsequently, the disease area's textural description was used 

to extract the main points. Ultimately, the classification task 

was completed by classifying the provided data into five 

related groups using the KNN classifier. On a customized 

dataset, the work [28] reports an average accuracy value of 

90.30%. An adaptive weighted multi-classifier fusion method 

was presented by the authors in [31] to identify the different 

types of abnormalities in maize leaves. The study groups the 

provided examples into seven classes that are connected. 

Using a customized dataset, the approach [31] achieves an 

accuracy value of 94.71%. Another study [32] classified the 

various maize leaf diseases using a bespoke dataset and an 

SVM classifier with an average accuracy score of 83.2%. This 

systematic literature review aims to comprehensively 

examine existing research on maize leaf disease detection and 

classification using deep learning. By identifying the current 

state-of-the-art challenges, open issues, and research gaps, 

this study seeks to contribute to the development of effective 

and reliable disease detection frameworks. 

Therefore, this paper addresses the following research 

questions. 

RQ1: What are the key challenges in developing a deep 

learning-based framework for detecting and classifying maize 

plant leaf diseases in diverse environmental conditions? 

RQ2: What techniques can be applied to address the class 

imbalance issue in maize disease datasets for more accurate 

classification?   

RQ3: Which methods work best for creating deep learning 

models that are both scalable and affordable to detect maize 

diseases on low-resource devices (e.g. drones or smartphones) 

in rural farming areas? 

RQ4: How can differences in noise, environmental conditions, 

and image quality affect how well deep learning models detect 

diseases in maize leaves, and what steps may be taken to address 

these issues? 

 

Table 1: Recent surveys on current plant disease detection and 

classification 

Methodology Techniques Scope Reference 

Machine 

Learning 

Support Vector 

Machines 

(SVM)Classifier, 

Logistic 

Regression (LR) 

Detection 

and 

classification 

of plant 

disease 

[2], 

[3],[9] 

Vision-based 

AI 

Convolutional 

Neural Networks 

Plant disease 

detection 

and 

classification 

[2],[3],[9] 

Deep 

learning 

 Cognitive 

CNNs, Transfer 

learning 

Plant disease 

detection 

and 

classification 

[2],[8] 

Computer 

Vision and 

Image 

image 

preprocessing, 

segmentation, 

Plant disease 

detection 

[1], [5], 

[6],[7] 

Processing 

Techniques 

and feature 

extraction 

and 

classification 

 

IV. METHODOLOGY 

A. Search Strategy 

To conduct a comprehensive review of the literature on maize leaf 

disease detection and classification using deep learning, a 

systematic search strategy was employed. A detailed protocol was 

developed to guide the search process, including the identification 

of relevant databases, search terms, and inclusion/exclusion 

criteria. The following databases were systematically searched: 

Science Direct, Scopus, IEEE Xplore, and Google Scholar which 

yielded results. 

 

Table 2: Electronic data sources   

Data Sources  Research Results 

Science Direct 46 

Scopus 30 

IEEE Xplore 25 

Google Scholar 50 

Total 201 

Search terms included combinations of keywords such as "maize 

leaf disease," "plant disease detection," "image processing," 

"deep learning," "convolutional neural networks,"  

      "Classification," and "challenges." 

       The inclusion criteria for studies were: 

• Original research articles 

• Focus on maize leaf disease detection and classification 

• Utilization of deep learning techniques 

• Published in peer-reviewed journals 

• Total number of Papers reviewed 36. 

       Exclusion criteria included: 

• Review articles, conference papers, and book chapters  

• Studies not focusing on maize leaf disease 

• Studies not employing deep learning methods 

B. Data Extraction and Quality Assessment 

Relevant studies identified through the search process were 

subjected to a rigorous data extraction process. A 

standardized data extraction form was developed to collect 

information on study characteristics, methodology, datasets, 

performance metrics, and reported results. The quality of the 

included studies was assessed using a predefined quality 

assessment tool. This tool evaluated various aspects of study 

design, methodology, and reporting, including sample size, 

data collection methods, data analysis techniques, and 

reporting of results. 

C. Data Synthesis and Analysis  

 

Table: 3 Comparison of various existing techniques 

Author Algorithm Dataset Accuracy Focus 

[24] SVM Custom 90.25%  To 

categorize 

maize 

diseases 
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[34] SVM Plant 

Village 

83.70% Forecast 

and 

categorize 

maize 

leaf 

disease 

[31] SVM Custom 90.74 To 

classify 

into seven 

related 

classes 

[28] Bayesian Bespok

e 

90% To 

categorize 

corn plant 

disorders 

[24] KNN Custom 90.30 To 

categorize 

corn into 

five 

related 

categories 

[32] SVM Custom 83.2 To 

classify 

numerous 

corn 

diseases 

 

 

Table 4: Overview of Studies on Deep Learning Applications 

 

Author Deep Learning 

Models 

Key findings 

  [25] ResNet50 High Accuracy in 

classifying maize 

diseases 

[19] MaizeNet High Accuracy 

for locating and 

classifying maize 

leaf diseases 

 

[49] 

LeNet Improved maize 

leaf classification 

 

[49] 

Cifar10 Shown 

improvement in 

training efficiency 

[21] Yolov8n Demonstrated 

superior 

performance in 

real-world 

situations 

[17] GLS-net Demonstrated 

superior 

performance in 

real-world 

situations 

[24] Google LeNet Shown 

improvement in 

training efficiency 

 

D: Challenges of Maize Plant Leaf Detection and Classification  

Recent research has shown several difficulties in applying deep 

learning to detect leaf diseases in maize plants. The following are 

significant findings from the literature: 

1. Comprehensive Datasets, Data Quality, and Availability 

The limited availability of large, high-quality, and diverse datasets 

hampers the training of robust models. The diversity and quality 

of training datasets are critical to the success of deep learning 

models. Many existing datasets are small and laboratory-based, 

making them impractical for real-world applications [2][3][4][10]. 

Insufficient representation of various illness stages or kinds in the 

datasets can be problematic. Most existing datasets for maize leaf 

diseases are limited in size, diversity, and quality, impacting 

model performance and generalization ability. 

2. Variability in Model Performance/Model Generalization and 

Adaptability. 

Current models often struggle to generalize across different crops 

and diseases, especially when encountering unseen 

disease categories [11][12]. Static learning settings led to 

knowledge degradation, where new knowledge overrides old 

knowledge, reducing model adaptability [12]. The accuracy rates 

of illness diagnosis produced by various deep learning models 

differ. Due to the large class imbalance observed in many maize 

disease datasets, some illnesses are significantly overrepresented 

while others are underrepresented therefore biased models are 

produced [22]. 

3. Disease Localization and Classification 

Computational requirements are high for training and deploying 

deep learning models. This limits their use on small devices and 

in resource-constrained environments [13]. 

  4. Computational Resources and Efficiency  

Accurate localization of disease symptoms within images 

 remains a bottleneck, affecting the overall detection accuracy 

[2][14]. There is a need for models with fewer parameters that can 

be implemented on small devices while maintaining high accuracy 

[2]. 
5. Problems with Feature Extraction 

It can be difficult to accurately select pertinent traits for disease 

identification because it needs strong algorithms to distinguish 

between healthy and unhealthy leaves in a variety of 

environmental circumstances [15]. 

6. Dynamic Agricultural Conditions 

Models that can adjust to shifting agricultural conditions are 

necessary because environmental factors like weather variations 

might affect how diseases emerge and are detected [20].  

Even though maize leaf disease detection is greatly improved by 

deep learning, issues such as model variability, complicated 

feature extraction, and the impact of environmental factors still 

need to be resolved to raise detection reliability and accuracy 

levels overall. 

 

 

Table 5: Challenges of Maize Plant Leaf Detection and 

Classification 
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    Author      Challenge 

   [20]    Dynamic Agricultural 

Conditions: 

    [15]    Problems with Feature 

Extraction 

   [2]     Computational 

Resources and 

Efficiency 

 [ [13]     Disease Localization 

and Classification 

[  [21]    Variability in Model 

Performance/Model 

Generalization and 

Adaptability. 

[   [31]     Comprehensive 

Datasets, Data Quality, 

and Availability; 

  

E.  Proposed Solutions and how they can be implemented  

 1. Deep Learning Models for Improved Accuracy 

To enhance the accuracy of deep learning models, several 

strategies can be employed. One effective approach is model 

optimization, which includes techniques such as model pruning, 

quantization, and knowledge distillation. These methods help in 

reducing the model complexity while maintaining or even 

improving accuracy. For instance, model pruning removes 

redundant neurons, quantization reduces the precision of the 

weights, and knowledge distillation transfers knowledge from a 

large model to a smaller one, thereby improving efficiency 

without sacrificing performance1. 

  Several studies have proposed deep learning models like    

CNN’s, Faster-RCNN, and modified architectures (e.g.,   

ResNet-50, LeNet) to enhance the accuracy of disease detection 

and classification in maize leaves, achieving high accuracy rates 

in controlled datasets [19][24][26][27]. 

 Researchers have developed models that perform well under 

complex conditions, such as mixed disease fields and varying 

backgrounds. Techniques like background subtraction, multi-

scale feature fusion, and the use of RGB-D cameras have been 

employed to improve model robustness and generalizability 

[17][19]. 

2. Mobile and Real-Time Applications 

Deploying deep learning models in mobile and real-time 

applications requires addressing the challenges of high 

computational demands and latency constraints. Techniques 

such as model pruning, quantization, and the use of efficient 

neural architectures like MobileNet and InceptionV3 can 

significantly reduce inference time and computational load. For 

example, InceptionV3 and MobileNet have been shown to 

balance accuracy and loading time effectively, making them 

suitable for edge computing environments [59]. Additionally, 

hyperparameter tuning and CPU optimization can further 

accelerate the training process, making these models viable for 

real-time applications. 

 Integrating deep learning models into mobile applications has 

been proposed to provide real-time disease detection and 

classification, making the technology accessible to farmers in the 

field. These applications can quickly process images and provide 

immediate feedback [21][23] 

3. Data Augmentation and Preprocessing 

To address the issue of limited data, data augmentation techniques 

and preprocessing steps such as segmentation and hyperspectral 

data have been utilized. These methods help enhance the model's 

ability to generalize from limited datasets [17][18]. Data 

augmentation is crucial for improving the generalization 

capability of deep learning models, especially when dealing with 

limited datasets. Techniques such as rotation, flipping, cropping, 

scaling, and adding noise can artificially increase the size of the 

training set, thereby reducing overfitting and improving 

model accuracy [18]. For time series data, augmentation methods 

like time warping, cropping, and jittering can enhance the 

performance of models in tasks such as human activity recognition 

and anomaly detection [17] in the context of text data, 

augmentation strategies like synonym replacement, random 

insertion, and back-translation can help in improving the 

robustness of NLP models [22]. 

4. Model Efficiency and Parameter Optimization 

Optimizing model efficiency involves fine-tuning 

hyperparameters and employing techniques like knowledge 

distillation and model pruning. Hyperparameter tuning can be 

automated using grid search or random search methods to find the 

optimal set of parameters that maximize model performance. 

Knowledge distillation, where a smaller model is trained to mimic 

a larger, more complex model, can also enhance efficiency by 

reducing the computational load while maintaining high accuracy. 

Additionally, using efficient neural architectures and optimizing 

the deployment environment (e.g., edge devices) can further 

improve model efficiency3. 

Improved models like GoogLeNet and Cifar10 have been 

optimized by adjusting parameters, changing pooling 

combinations, and adding dropout operations to reduce the number 

of parameters and improve training efficiency [24]. 

V. OPEN ISSUES 

  Detecting and classifying maize plant leaf diseases using deep 

learning is a critical area of research due to its potential to improve 

crop yields and food security. Despite significant advancements, 

several open issues remain in developing effective frameworks for 

this purpose. 

  A. Diversity and Quality Data 

 Form alliances with academic institutions and agricultural 

research centers across the globe to build a more comprehensive, 

high-quality dataset that encompasses a range of maize diseases in 

diverse settings [16][17]. 

B. Model Generalization 

Models trained on idealized datasets (e.g., PlantVillage) perform 

poorly on real-world field images due to differences in background 

and disease presentation [17]. There is a need for models that can 

generalize well across different environments and conditions 

[17][18]. 

C. Segmentation and Localization 

https://consensus.app/results/?q=discuss%20more%20in%20the%20methodology%20how%20the%20proposed%20solutions%20could%20be%20implemented%20which%20are%20Deep%20Learning%20Models%20for%20Improved%20Accuracy%2CMobile%20and%20Real-Time%20Applications%2C%20Data%20Augmentation%20and%20Preprocessing%2C%20Model%20Efficiency%20and%20Parameter%20Optimization&pro=on#result-1
https://consensus.app/results/?q=discuss%20more%20in%20the%20methodology%20how%20the%20proposed%20solutions%20could%20be%20implemented%20which%20are%20Deep%20Learning%20Models%20for%20Improved%20Accuracy%2CMobile%20and%20Real-Time%20Applications%2C%20Data%20Augmentation%20and%20Preprocessing%2C%20Model%20Efficiency%20and%20Parameter%20Optimization&pro=on#result-3
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Accurate segmentation of disease spots is crucial but often 

requires manual intervention, preventing full automation [16]. 

Improved methods for localizing and classifying disease spots 

in complex backgrounds are needed [19]. Solutions that are both 

affordable and scalable are needed. Creating lightweight deep-

learning models that can operate well on inexpensive gadgets 

like smartphones or drones, which can be used in remote 

farming areas. 

D. Model Efficiency and Complexity 

High-accuracy models often come with increased 

computational complexity and require high-speed computation, 

which may not be feasible in all settings [19][20]. There is a 

need for models that balance accuracy with computational 

efficiency, especially for mobile and real-time applications 

[21].  

E.Disease Identification in Mixed Conditions 

Identifying diseases in mixed infection scenarios remains 

challenging. Models need to be robust enough to handle 

multiple diseases affecting the same leaf [17][18]. To enhance 

model performance when applied to novel or underrepresented 

diseases, further study is required on transfer learning and 

domain adaptation strategies. 

F. Practical Implementation 

Embedding high-accuracy models into practical applications, 

such as mobile apps, requires further development to ensure 

real-time performance and user accessibility [18][21]. Figuring 

out how deep learning models in smallholder farms will affect 

society and making sure AI is used ethically in agriculture. 

VI.GAPS IDENTIFIED IN THE LITERATURE 

A.Complex Backgrounds and Real-World 

Conditions/Deployment 

Many automated solutions struggle with real-world conditions 

such as noise, cluttered backgrounds, and blurring, which 

complicate the recognition process [17][18]. There is a 

deficiency in the conversion of scholarly discoveries into useful 

instruments for farmers. Numerous developed frameworks have 

unintuitive interfaces and fail to consider the real-world 

limitations that farmers must deal with, like cost and internet 

access [30]. 

B. Data Diversity and Quality 

A lot of research frequently uses datasets that are not diverse 

enough concerning geographic regions, environmental factors, 

or differences in maize plant diseases. This may restrict how 

broadly applicable the models are. [24] have drawn attention to 

the need for more extensive datasets that encompass a greater 

range of maize diseases and growth environments. 

C. Interpretability and Visualization of the Model 

Deep learning models are frequently referred to as "black 

boxes," which implies that it is difficult to understand how they 

make decisions. This can pose a serious problem in agricultural 

settings since farmers' trust and adoption of the model depend 

on their ability to comprehend its logic. Deep learning models 

often lack interpretability, making it difficult for users to 

understand the decision-making process [25]. 

D.Scalability and Field Performance 

Although many models work well in benchmark datasets or 

controlled situations, little is known about how well they 

function in real-world settings when variables like illumination, 

occlusion, and contextual context change [18]. Many existing 

models are computationally intensive and not suitable for real-

time applications or deployment on mobile devices. There is a 

need for models that can handle diverse conditions and provide 

reliable results across different environments [18][22]. 

 E. Integration with Agricultural Practices 

 Current agricultural practices and existing frameworks  

 frequently cannot be seamlessly integrated.  

 Research on the integration of these models into current  

 agricultural management methods or monitoring systems is. 

 needed. 

 Most studies focus on a limited number of disease types,  

 which restricts the applicability of the models in diverse  

 agricultural settings. There is a need for a comprehensive  

 datasets and models that can classify a broader range  

 of diseases [23][24]. 

 F. Robustness to Noise and Variability 

 When faced with noise, such as deteriorating image quality,  

 changes in the conditions during image acquisition, or damage  

 to leaves beyond the symptoms of an illness, many models find  

 robustness must be achieved. Traditional methods often fail to  

 efficiently identify disease-related phenotypes in the actual field 

it is difficult to remain robust. For deployments to be useful, 

environments due to the complexity of the background. 

Pre-segmentation models tend to overestimate accuracy, while  

post-segmentation models, although more practical, still face  

challenges in robustness and prediction time [18]. 

VI POTENTIAL ECONOMIC IMPACT OF AGRICULTURAL 

TECHNOLOGIES  

The adoption of agricultural technologies in low-income, 

agriculture-dependent regions has the potential to significantly 

enhance household income, productivity, and sustainability. 

A. Increased Household Income 

The adoption of improved agricultural technologies can 

significantly impact household income in low-income, 

agriculture-dependent regions. For instance, in rural Mozambique, 

the use of improved maize seeds and tractors was found to 

significantly increase household income for those with better 

market access, despite a widespread drought [52]. Similarly, in the 

Amhara region of Ethiopia, the adoption of multiple agricultural 

technologies was shown to increase consumption expenditure and 

reduce poverty, with a higher impact observed when technologies 

were adopted in packages rather than in isolation [53]. 

B. Enhanced Productivity 

Technological advancements in agriculture can lead to substantial 

improvements in productivity. For example, the adoption of 

drought-tolerant maize varieties in Ghana resulted in a more than 

150% increase in yield, highlighting the potential of climate-smart 

agricultural technologies to enhance productivity and 

commercialization intensity [54]. Additionally, the use of low-

carbon technologies in Jiangxi Province, China, significantly 

improved the income levels of large-scale farmers by enhancing 

productivity through various methods such as conservation tillage 

and efficient irrigation systems [55]. 

C. Market Access and Infrastructure 

The economic benefits of agricultural technologies are often 

contingent on market access and infrastructure. In Mozambique, 

the positive impact of improved technologies on household 

income was more pronounced for households with better market 

access, underscoring the need for policymakers to address 
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structural impediments such as inadequate road infrastructure 

[56]. This is echoed in the findings from Kenya, where access 

to extension services and group membership facilitated the 

adoption of modern agricultural technologies, leading to 

improved economic performance.[57] 

D. Environmental and Sustainability Considerations 

The adoption of green and low-carbon agricultural technologies 

not only promotes income growth but also aligns with 

environmental sustainability goals. In Guizhou Province, China, 

green and low-carbon agricultural production methods were 

positively correlated with household income levels, suggesting 

that sustainable practices can be economically beneficial [58]. 

However, the study also noted that the effectiveness of these 

technologies could be enhanced through increased fiscal and 

financial support, as well as improved education and skills 

training for farmers. 

VII Conclusion 

The analysis of the adequacy of current methods for identifying 

and categorizing diseases of the leaves of maize plants suggests 

that deep learning models especially those that handle 

complicated backgrounds and incorporate attention 

mechanisms offer excellent accuracy and real-world 

applicability. For farmers, mobile-based systems and real-time 

applications further improve these technologies' usability and 

accessibility. While deep learning techniques typically perform 

better in a variety of difficult field circumstances, classic 

machine learning algorithms also exhibit promise. In future 

works, we shall address the challenges and gaps identified using 

a multi-faceted approach. Systematic strategies to tackle these 

issues are shown in the diagram below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6: Future Work to Address Challenges and Gaps 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Issue Solution 

Dynamic Agricultural 

Conditions 

Adaptive Models  

Integration with Crop Models 

 

Problems with Feature 

Extraction 

Advanced Feature Extraction 

Techniques and Multimodal 

Data Fusion 

Computational Resources 

and Efficiency 

Optimized Algorithms 

Scalable Architectures 

Disease Localization and 

Classification 

Enhanced Detection Models 

and Custom Datasets:  

Variability in Model 

Performance/Model 

Generalization and 

Adaptability 

Robust Evaluation 

Frameworks and Ensemble 

Methods 

Comprehensive Datasets, 

Data Quality, and 

Availability 

Data Collection and Open Data 

Initiatives. 

Real-World Testing Conduct extensive field testing 

to validate models under real-

world conditions and 

complex backgrounds 

Robust Pre-processing. 

Data Diversity and Quality Diverse Data Sources Quality 

Control 

Interpretability and 

Visualization of the Model 

Explainable AI 

Visualization Tool 

Scalability and Field 

Performance 

Field-Ready Solutions:  

Performance Metrics. 

Integration with Agricultural 

Practices 

Decision Support Systems 

User Training 
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This paper suggests that deep learning models, particularly 

those optimized for real-world conditions and integrated into 

mobile applications, offer promising solutions for the detection 

and classification of maize plant leaf diseases. Techniques such 

as background subtraction, multi-scale feature fusion, and data 

augmentation significantly enhance model robustness and 

accuracy. These advancements provide practical tools for 

farmers, enabling timely and accurate disease management in 

maize crops. 
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